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Abstract

We propose a framework for integrating the pro-

cesses of object recognition and knowledge adaptation.

This framework acknowledges that the performance of

the object recognition process depends directly on the

state of the system's internal knowledge, i.e., its mem-

ory, and conversely, that the e�cacy of the system's

knowledge adaptation process is enhanced by its ability

to recognize objects with greater accuracy. Thus, ob-

ject recognition and knowledge adaptation are insepa-

rable aspects of the same cognitive task, and must be

coordinated if the system is to be robust in the con-

text of objects that present variations in illumination,

scale, shift, and other temporal variations. Speci�-

cally, the presented system combines a multiple-cue

person recognition component and an example-based

knowledge adaptation component, and is applied to the

task of automatic video indexing of personal appear-

ance events, i.e., the presence of a full frontal face in

a video stream. We present the details of this inte-

grated framework and demonstrate successful experi-

mental results.

1 Introduction

The task of object recognition is to associate sen-
sory inputs to some internal knowledge about known
objects stored in memory. This association provides
us with information required to interact with the en-
vironment. Autonomous and adaptive knowledge ac-
quisition from raw sensory data is another important
aspect of the visual system. Newly encountered ob-
jects must be added to previously acquired internal
knowledge. Furthermore, since the appearance of ob-
jects may change continuously, the knowledge of such
objects has to be incrementally updated to maintain
accurate representations. Our investigation focuses on
the fact that the processes of object recognition and
knowledge adaptation are not independent. The state
of the internal knowledge constrains the performance

of the recognition process. In turn, the results of the
recognition process provide a basis for the knowledge
adaptation process.

In this paper, we investigate methods for realizing
the interdependent structure in a classical example-
based pattern classi�cation system. Such a system in-
tegrates the recognition and adaptation processes, in-
troducing a dynamic relation between recognition per-
formance and the state of internal knowledge. In this
framework, a system learns while performing; the on-
line incremental knowledge adaptation facilitates ro-
bust recognition of objects that undergo intrinsic tem-
poral variations. In pattern recognition, the example-
based approach has been one of the most common
recognition architectures. It represents a known ob-
ject by a set of examples or templates and performs
a nearest neighbor search for identifying an arbitrary
input with the known object most similar to the input.
Most previous studies in this domain, however, have
treated the knowledge as a static and manually con-

structed database [1]. Thus the performance of these
systems depends on the speci�c choice of database.
Weng and Hwang [11] proposed an incremental learn-
ing system of a facial knowledge database, which em-
ploys Linear DiscriminantAnalysis for recursively par-
titioning the input feature space, which is given by
Principal Component Analysis. These statistical al-
gorithms are usually time-consuming and require re-
computation of the internal knowledge each time a
new sample is added. An example-based approach
simpli�es the implementation of incremental learning
since the previously acquired knowledge can be mod-
i�ed simply by the addition or subtraction of tem-
plates.

We applied the proposed method to an automatic
video indexing problem. A video indexing system
takes a video stream as input and extracts event,
which serve as symbolic indices of a visual database,
thereby reducing the search-time of the database. Be-
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cause an input video stream may contain a wide vari-
ety of image variations, automation of this task is one
of the most challenging problems in computer vision.
In general, the de�nition of events includes many ob-
jects and their behavioral states [8]. In this study, we
concentrate on events of personal appearance, which
provide information of who appears when [3]. Our sys-
tem utilizes spatiotemporal segmentation for extract-
ing the events. Each segmented person is then recog-
nized with an example-based known-person database

that is continuously adapted by the results of this
recognition process. Sato and Kanade [7] demon-
strated a technique for indexing facial identities by as-
sociating co-occurrence of faces in a visual stream and
names in corresponding closed-captions. They did not
address, however, the issue of incremental knowledge
acquisition based on visual information.

2 The System
The proposed system consists of two stages: spa-

tiotemporal segmentation and integration of object
recognition and knowledge adaptation. The former
detects personal appearance events from a continuous
video stream. The latter provides identity informa-
tion for the detected events and adapts incrementally
a known-person database.

2.1 Spatiotemporal Segmentation

Facial regions within each frame are detected by a
coarse-to-�ne search using motion, convex shape and
facial similarity cues [9]. First, the motion and con-
vex shape cues are applied to each frame, resulting
in a set of region of interests (ROIs). Each ROI is
cropped and normalized to a �xed size (128�128 pix-
els). Next, bunch graph matching [12] is performed on
these normalized ROIs with a coarse graph (16 nodes).
The similarity of the bunch graph to each ROI is used
as a con�dence measure for the presence of a frontal
face. A threshold function is applied to this con�dence
value, determining whether a given ROI contains a
face.

Space and time discontinuity cues of the face tra-
jectory, which tracks smoothly moving faces in consec-
utive input frames, are used for segmenting the con-
tinuous input video stream. The trajectory is created
when a new face is found and is discontinued when
either 1) no face is found within a current frame (time
discontinuity) or 2) a spatial displacement of a face
between two consecutive frames exceeds a proximity
threshold (space discontinuity). This spatiotemporal
segmentation results in a set of sub-sequences, each
of which contains the face of only one person. A per-
sonal appearance event is de�ned by the detected sub-
sequence. See Okada and von der Malsburg [3] for
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Figure 1: A view representation of an image contain-
ing a person.

more details.

2.2 Representation of Persons

Each detected sub-sequence is represented by two
formats: 1) a sequence of Gabor-jet based facial rep-
resentations [12] and 2) a sequence of color histograms
of the corresponding torso regions. Each frame of the
former sequence is subjected to a bunch graph match-
ing with a �ne graph (48 nodes). The torso region
is cropped from the original color frame at a location
determined heuristically from the detected facial posi-
tion. For each of such frames, histograms of color pixel
values are computed separately for each component of
the Hue-Saturation-Intensity (HSI) color space. We
call the representation of a single video frame by the
pair of the facial representation and the torso-color
histograms, the view representation, as illustrated in
�gure 1.

2.3 Integration of Object Recognition
and Knowledge Adaptation

The second stage of the system performs three pro-
cesses: 1) recognition, 2) knowledge adaptation, and 3)
forgetting. Each process is based on the interaction be-
tween a detected sub-sequence and the known-person
database. The known-person database contains a set
of entries, each of which represents a single person.
Each such entry consists of a set of view representa-
tions and a prototype. The prototype is de�ned as the
average of all the view representations in the entry.
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Figure 2: An illustration of the recognition process
with our example-based multi-cue system.

2.3.1 Recognition Process

The recognition process classi�es a detected sub-
sequence into one of three cases: 1) a known person, 2)
an unknown person, or 3) a non-person. In the known-
person case, the sub-sequence is identi�ed as one of the
persons already stored in the known-person database.
In the unknown-person case, the sub-sequence is de-
termined to be a person not previously stored in the
database. The non-person case means that the sub-
sequence was erroneously detected and did not contain
a person. This classi�cation is carried out by sequen-
tially applying threshold functions to multi-cue sim-
ilarities between the sub-sequence and the database
entries. The sub-sequence is �rst analyzed by the fa-
cial similarity cue. The torso-color distance cue is used
only when the facial similarity cue cannot provide suf-
�cient information. Figure 2 illustrates this classi�ca-
tion process.

For the facial similarity analysis, a frame-to-frame
similarity value between a frame in the sub-sequence,
and a facial representation in an entry of the known-
person database is computed by averaging the normal-
ized dot-products of two corresponding local feature
vectors (jets) over every node of the facial graph. For
each frame, the maximum of similarity values over all
the facial representations in a database entry is taken
as a frame-to-entry similarity value. The sequence-to-
entry similarity for each entry is given by averaging
the maximum similarities over all frames of the sub-
sequence. The database entry which gives the highest
sequence-to-entry similarity value is considered as an
identity candidate and the similarity value is consid-
ered as its con�dence value. This identity con�dence
is subjected to a decision function with two thresh-

olds. If the con�dence exceeds the higher threshold,
the detected sub-sequence is identi�ed as the com-
puted candidate. If the con�dence fails to reach the
lower threshold, the sub-sequence is classi�ed as a non-
person. If the con�dence falls between the two thresh-
olds, the decision is deferred to the torso-color analy-
sis.

For the torso-color analysis, a sequence-to-entry
distance value of the sub-sequence to the identity can-
didate entry is computed in the samemanner as for the
facial similarity analysis. The frame-to-frame distance
is given by averaging the Kolmogorov distances [10]
of the Hue and Saturation histograms. In order to
mitigate in
uences from illumination variations, the
Intensity histogram is not used. The average torso-
color distance is subjected to another threshold func-
tion, wherein the input is identi�ed as the candidate
if the input torso-color is very similar to that of the
candidate. Otherwise, the input is recognized as a
previously unknown person. The threshold for the
torso-color distance is set with a qualitatively more
strict criterion than for the facial similarity, in order
to reduce the risk of false identi�cations caused only
by similar torso-color. The identity of the detected
sub-sequence is labeled according to the classi�cation
result described above.

2.3.2 Knowledge Adaptation Process

For each of the three classi�cation cases, a di�erent
adaptation process is performed. Following terminol-
ogy of Piaget's theory of infant sensorimotor develop-
ment, we call the adaptation of a known person, assim-

ilation, and of an unknown person, accommodation [6].
The known-person database is adapted in each of these
cases. When the sub-sequence is classi�ed as a non-
person, however, the database is not modi�ed. The
assimilation process updates the database entry for
the known person identi�ed by the recognition pro-
cess. It adds the sub-sequence to the known person's
view representations and updates the known person's
prototype by computing a new average of the view
representations. The accommodationprocess adds the
sub-sequence to the known-person database as a new
entry. The new entry consists of all view represen-
tations of the sub-sequence and is associated with a
new identity label. When the system starts to pro-
cess a new video stream, the known-person database
is initialized to include no entries. Therefore, the �rst
detected sub-sequence cannot be identi�ed and is ac-
commodated automatically. The rest of the recognized
sub-sequences will be accommodated or assimilated
according to the above-described rules.
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2.3.3 Forgetting Process

Note that the knowledge adaptation process outlined
above only can increase the size of the known-person
database as time goes on. In order to process a very
long, or even an in�nitely long, video input within
a limited memory resource, our system must be able
to discard, or forget, some information that becomes
redundant or irrelevant over time. The forgetting
process is a part of the knowledge adaptation pro-
cess which counters the divergence of the size of the
database. Each time a detected sub-sequence is as-
similated or accommodated, the number of view rep-
resentations of each database entry is decreased by a
certain number and its prototype is re-computed.

For this reduction process, the view representations
of each entry are �rst sorted according to their simi-
larity to the entry's prototype. The process discards
view representations that give similarity values that
are lower than others or that have larger deviations
from the mean. The number of entries to be discarded
is determined by the following function,

Di = riNi = f(ti)g(M;Ni)Ni;

f(ti) =
ti

ti+a
;

g(M;Ni) =
1

1+exp(�bMNi�c)
;

(1)

where Di denotes the number of views to be discarded
in the i-th entry; Ni denotes the current number of
views in the entry; ri, ranging from 0 to 1, is the forget-
ting rate of the entry; M denotes the current number
of known-persons; ti denotes the temporal distance,
which is de�ned as the number of persons seen by the
system since the i-th entry was last recognized; a, b
and c denote free parameters.

Figure 3 plots the functions f(ti) and g(M;Ni).
The former realizes the e�ect of temporal memory de-
cay. More views will be forgotten when the entry was
last visited longer ago. A queue is used to keep track
of when each known-person was last assimilated or
accommodated. The parameter a controls the decay
rate. On the other hand, the latter implements the
e�ect of data size convergence. It speci�cally discards
more views from an entry when the entry includes
more views and the database includes more known
persons. Moreover, before the database size reaches
the parameter c, the database size decreases slowly;
it decreases faster when the size exceeds c. The pa-
rameter b controls the slope of this transition. The
forgetting rate is determined by modulating these two
functions with each other. When a known-person en-
try loses all of its view representations, it is removed
from the database and is forgotten completely.

Figure 3: Two components of the forgetting function.
The top plot displays the temporal memory decay
function f(ti), and the bottom plot displays the data
size convergence function g(M;Ni). The free param-
eters, a, b and c, are set to 2.0, 0.01 and 500, respec-
tively.

3 Experiments

Our proposed system has been tested with scenes
from a podium speech setting with freely moving
speakers. In such a setting, the movement of speakers
creates a variety of image variations (e.g. translation,
scaling, depth rotation, and expression). Moreover,
speakers may sometimes move in and out of the �eld
of view, and the illumination condition may change
drastically.

Figure 4 illustrates an example of our system's out-
put. A video stream was recorded by a static cam-
corder in a seminar room environment. It consists of
1900 frames and contains three speakers, speaking at a
podium,moving freely, and reappearing to the podium
occasionally. Our system successfully extracted seven
personal appearance events from this input, identi�ed
each person correctly, and automatically adapted the
correct known-person entry in the database. Consec-
utive events identi�ed as the same person are merged
into a single event. Frame gaps between the events
corresponds to situations where either no speaker was
present in the stream or the rotation of a speaker's
head was very large. The average throughput of this
system was approximately two frames per second on
an Intel PC with a 733MHz processor.

4



Figure 4: An example of the system's output. Top
table displays the images that are most similar to the
prototypes in the known-person database. Middle and
bottom tables display personal events extracted from
the input stream in each column. The �rst row of the
tables describes the event number; 2nd: the starting
frame number; 3rd: the ending frame number; 4th:
the identity label; 5th: the facial image of the starting
frame; 6th: the most similar face to the prototype;
7th: the facial image of the ending frame.

Figure 5: Temporal variation of the known-person en-
tries. The variation is visualized by showing an image
most similar to an entry's prototype at a time when
the prototype was revised.

Figure 5 illustrates the temporal variation of each
entry in the known-person database. Each image in
the �gure represents the prototype of an entry at the
time the prototype was updated by showing the im-
age most similar to the new prototype. The numbers
within the images indicate the order of the updates
over time. The �gure shows our system's capability
to adapt its known-person knowledge to temporally
varying personal appearance under image variations,
such as facial expressions.

We have also tested this system with several other
test sequences including more illumination variations
(turning a room-light on and o�) and audiences (mov-
ing between speaker and camera). Speakers were cor-
rectly recognized except in a few cases in which two
personal database entries were generated for a single
person due to the illumination variations.

4 Discussion
We have described a framework for integrating the

processes of object recognition and knowledge adapta-
tion, as well as its application to the task of automatic
video indexing based on personal appearance events.
Our experimental results show successful performance
of our system with a short video stream recorded o�-
line and with a variety of image variations.

The integration of the two processes provides a
number of practical advantages. For example, such
integration provides a basis for automating the data
collection process required for many learning sys-
tems, which is often done manually and usually labor-
intensive. Moreover, our framework can serve as a sen-
sible solution to the problem of recognizing a person
we have not seen for many years. This task is di�-
cult even for humans since the e�ects of aging may
change personal appearances considerably. State-of-
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the-art face recognition systems still cannot solve this
problem completely, given the inherent di�culty of the
task [2, 5]. Our approach appear to improve identi�-
cation performance, by keeping up to date a known-
person database, instead of matching a current picture
to ones captured many years ago. Furthermore, the
framework is qualitatively more biologically plausible
than classical pattern recognition systems. This may
lead us to many other attractive application scenarios,
such as a lifetime learning system.

As future work, our system's performance needs to
be validated with longer video streams with more peo-
ple and image variations. In order to realize this, we
plan to merge the above-described system with our
real-time face recognition system [9] in the near fu-
ture. Currently, the decision function of our system
is based on static and sequentially applied threshold
functions. Learning these functions from experience is
required for making our system more autonomous.

The use of the torso-color cue in our system is intu-
itive but is not, in fact, an optimal choice; it assumes
that one person dresses the same way over time. Over
a long range of time, this assumption becomes obvi-
ously invalid. However, the use of only the facial cue
does not provide su�cient information when, for ex-
ample, the size of a facial image is very small. We will
consider adding additional visual or auditory cues to
our system for improving performance and making the
system more 
exible. This extension, however, poses
another problem: the sensor fusion problem, or how to
merge the analysis results of di�erent cues into a single
decision. Our future work will address this problem.

Note that our system is constrained in that it may
not recognize faces with head poses other than frontal.
The capability to account for di�erent head poses as-
sumes greater importance in practical applications.
Our previous work of modeling pose-varying facial im-
ages by parametric piecewise linear subspaces [4] can
be incorporated into the proposed framework, in order
to make the system robust against head pose varia-
tions.

For an automatic video indexing system, there are
many types of event other than the personal appear-
ance event described herein that can be processed.
Additional modules, which analyze various events,
should be added to our system for realizing a more

exible and complete indexing system.
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